Vol. 1, No. 2, Nov. 2018
ISSN: 2616-1303 | Web:wwuw.cjpas.fulokoja.edu.ng

Confluence Journal of Pure and Applied Sciences (CJPAS)
Faculty of Science, Federal University Lokoja, Kogi State, Nigeria

SOME NEW RESULTS ON HOURGLASS MATRIX

Babarinsa Olayiwola’
Department of Mathematical Sciences,
Federal University Lokoja, PM.B 1154 Kogi State, Nigeria.
"E-mail: Olayiwola.babarinsa@fulokoja.edu.ng

ABSTRACT

This paper presents some unaddressed issues on establishment of hourglass matrix. An
hourglass matrix is a dense square matrix obtained from quadrant interlocking
factorization (QIF) of nonsingular matrix. Then, it is shown that every hourglass matrix
is invertible and that hourglass matrix (H-matrix) is a subset of Z-matrix.
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1.0 INTRODUCTION

Quadrant interlocking factorization (QIF) or
WZ factorization was first proposed by Evans
and Hatzopoulos (1979) to factorize
nonsingular matrix into Z-matrix which was
then modified and applied by Evans and
Hadjidimos (1980). Evans and Oksa (1997)
and Evans (2002). Z-matrix (and also split Z-
matrix) is a class of X-matrix (Han & Kye,
2016; Heinig & Rost, 2004). A QIF exists for
every nonsingular matrix, often with pivoting -
pivoting results in swapping rows or columns
in a matrix or by multiplying the matrix with
permutation matrices (Babarinsa &
Kamarulhaili, 2019; B. Bylina, 2018). The
factorization mostly depends on the use of
Cramer's rule to know if pivot is required and
to check at every stage of the process does not
breakdown, see (Babarinsa & Kamarulhaili,
2017). This matrix factorization gives rise to
the use of implicit matrix elimination
algorithms (that is, Parallel implicit elimination
- PIE) for the solution of linear system to
simultaneously compute two matrix elements
(two columns at a time) for parallel
implementation, unlike Gaussian elimination
(GE) which computes one column at a time.
The factorization seems to be better than the

GE and LU factorization irrespective of the
number of processors used (D. J. Evans, 1993;
D.J.Evans & Abdullah, 1994). To implement
these parallel programs on multicore systems
with shared-memory, programmers use the
OpenMP standard. OpenMP is a standardized
set of mechanisms which provides directives
and decisions to explicitly define parallel
regions (loops) in applications — parallelization
(B. Bylina, 2018). In the scientific applications
such as mathematical computation, loops are
important source of parallelism (J. Bylina &
Bylina, 2016).
WZ factorization is known for the adaptability
of its direct method to solve system of linear
equations. The factorization is the background
for the split Levinson-type and the split Schur-
type algorithms (Heinig & Rost, 2011). Thus,
for the factorization using split Levinson
algorithm, split Schur algorithm, ABS and BSP
to solve system of linear equations of the form
Ax =c, 1)
for
lAl #0, A={a,} 1<ij<n x=
[x. x50, x,)7, ¢ =
[cyc, e, )T; AeR™™, ceR
on SIMD or MIMD shared memory parallel
computers with multicores such as Intel Xeon
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Phi or IBM's Blue Gene with Many Integrated
Core (MIC), see (J. Bvlina & Byhna, 2016; D.
J. Evans & Barulh, 1998: Golpar-Raboky.
2014:; Golpar-Raboky & Mahdavi-Amin, 2014;
Hemug & Rost, 2011). For factonzation
theorem, Rao (1997 )statedthatif 4 € R" " is
a nonsingular matnx that has a unuque Q/F
factonzation, then 4 = WZif and only if the
submatrices of 4 areinvertible. Z-matnx exists
together with W-matnx (or a bow-tie matnx)
during WZ factonzation of nonsingular matnx
A (Rhofi & Ameur, 2016), such that

A=WZ (2)
That s,
A hy pe
Ry Q. Gy 11 0 01 (2 <o ‘s
6, .4," 8. f=|w. W_o w |x 0 Z,.. 0]
Q.. 4. Gpp 0 0 1 So :n.; Inr

Due to the structure of Z-matnx, mary authors
had wrongly classified all classes of Z-matnx
as hourglass matnx without considenng the
components of their entnes. Unfortunately,
there are changesin structure of Z-matnx from
Q/F which depend on the tvpe of matnx
(Toeplitz, Hankel, centrosynmetric, diagonally
dommant or tndiagonal matnx) being
factonzed Althoughthe termhourglass matnx
was first comned by Demeure (1989) in
descnbing the way of factonzing square
matnces, especially from real symmetnc

= [“x-:]n,:l) or Hankel

Toeplitz matnx ( T,

matnx (Hn = [h:+;-1],n_,:l)= which he later

referred that hourglass matnx is synonvmous to
Z-matnx. The notion or idea of sameness
between hourglass matnx and Z-matnx was
dropped overtime without a cogent reason. In
Section (2), we @ve a bnef note on hourglass
matnx. While in Section (3), we deduce that
every matnx that assume hourglass
factonzation also assumes WZ factonzation.
but the converse is false, and that hourglass
matnx 1s mvertible. We also g@ve the
MATLAB code to generate the random
hourglass matnx. Lastly, we g@ve the

distinctions between hourglass matnx and Z-
matnx to conclude that hourglass matnxisa
subset of Z-matnx.

2.0 SHORT NOTES ON HOURGLASS

MATRIX

The comprehensive steps to obtain hourglass
matnx from QIF known as WH factonzation
mncluding its MATLAB code, and some
deductions about the matnx are detailed in
(Babannsa & Kamarulhaih, 2018). However,

section to better understanding of the matnx.
First, we denote hourglassmatnx of order » as
H; (or H-matnx)anditsnonzero entries as h

.

Werefer the factonzation of hourglass matnx
fromnonsingularmatnx as WH factonzation.

h; 1‘—:"5[;1] (< j<n~1—1i

, IRl P L
lh:, —|<i<n n+1-1<j<i;

0 otherwise.
(3)

The QIF algonthm of Z-matnx is like
hourglass matnx except the restnction to
produce nonzero elements dunng the
factonzation. The QIF of hourglass matnx
(WH factonzation) from nonsingular matnx
computes w;; and w;_;_ «+3 to generahze for
everyupdate of 4, ) and proceed similarly for
the inner square matrces of size (12 — 2k) and
50 on by solving 2 x 2 linear systems

( b w Rl “‘:’:—A'#l =—h

5
few Lk r-w+lic

l - e K -
hi'.r.-(#l “'L"A—A'QX - T
)
X

steps of &/,

«
w . +h

e ‘r-xtlr-asl

Then, we finally compute for A1

from Equation (4) as
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(k- u [k Z¥%
by =k, bwiy by,
k) fk-;)
Win-xe1Rhokery
&)
Fork = 1.2....,;;t.]= k+1.,..., n- k.
The computation of Equation (5) yields
howrglass matrix (H,' " = w " ® """ = 1)
as
B KB e e we B K. K
0 A, H eee ser oee e ol H_ O
()T O e e i, 0 O
: 0 0% ¢ ¢ 20 O :
PR e,
HH40 0 0 0 : i 00 0 O
: hﬂ "k:n;zh i
0 0 .°: i .0 O
0 0 A wee ser oo wh.. 0 0
0 A . A, eoo een ome R _RH_0
BB Ko e e R K. R

©

If one of the computed entries from
Equation (3) is zero, then apply possible row-
interchange inno more than (n — 2k) times in

H'" “else the factorization breakdown to
produce H; (H-matnx). The time complexity of
WH factorization is O(n*) because swapping
or sorting rows or cohimns at every stage in
WH factorization increases the computational
cost of an algonthm. The rows or columns
interchange isnecessary forthe factonzationto
work thereby making it numerical stable.

Proposition 2.}, (Babannsa & Kamarulhaih,
2018) Let Hy, Tinongero) and Ti4,.,, be an

hourglass matrnix, the total number of nonzero
entnies and the total number of zero entries in
hourglass matnx respectively. Then

1 .,
T nonsero) =E(”° +2n—|(n+ 1)mod 2 — 1))
and
Tisery = 2 (77 = 2n + |(n + 1)mod 2 - 11).

Definition 2.2. (Babarnsa & Kamarulhaih,

2018) Epicenter element, denoted 3§ hresne: ,

FYEY
. ntl
is the nonzero element located at =5— row and
n+l

mmabma & Kamaru]hai]i,
2018) Flanz submatrx, an acronym for first-

last nonzero elements ofrowsin H; denoted as_

ls:s PI , is a nonsingular 2 X 2 submatrix
obtamedby taking the first and the last nonzero
elements of the {th and (n + 1 — i)th row of
Hj as

. _R=1 . (]
s _ h;; indi-1

I Moers

- i— _[m-1
néi-1n+i-1 15‘5IT

€))
Proposition 2.3, (Babarnsa & Kamarulhaih,
2018) Given filanz minor fls:s["—l of an

hourglass matrix H; of order n(n = 3) §.
Then

Det(H;) =
s f,:"’[T]| if mis e
hlox nres n[l 1' IS‘SIR 1] if” iso
®

Proposition 2.3, (Babarinsa & Kamarulhail,
2018) If n is odd and |H, | # O, then there
exists at least an eigenvalue, 4 € R, such that

A= h:lo_xw.

of WH

21 Numerical
Factorization

Let us factorize the following 6 x 6 dense
nonsingular square matrix A into hourglass
matrix

Example

2 0 2 4 3 -1
s 10 -7 8 11 4
a=| 0 -12 9 6 18 1
-13 12 8 -20 14 17
3 1 1 -1 1 4
10 6 9 -13 10 14
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Step 1: We check the first and last row of | Wheneveri = 4 then

m‘a’;ﬁxAbefom thel'i)niﬁall:pdate [, ‘llll +h.('| kY = -h.tll Iw :lll) + low;(: =13 Wi‘:] =176
ay, "'u =24, =h;; =0, ;,' w i '”_-I,‘(" w“,"{»lw‘;‘]—-l? w;:)=ﬂ
a” =g 24 m =4 = s w’; Yu ““ “Sth 2
13 L2 = =Na enever ! = en
W0, (0) 0 (1s® J3 W RO ke KO
G5 = =3,a3 =h =-1 "u (3 '”'6.1 "SJ Lo wgy +10wg, =-2_fw =-19
o0 -h 10 IO) h oo - 6 h. |l)+hl‘i .N)- k wu)+l‘w m_l w.‘l‘ll=ﬂ
gy n =100, =hg, s Wey "55 51 56
a;;) h;;. =9 a;:) = h;:‘ =-13, Therefore, we write the values of w, ,,' and
a,j;) = "s.s =10 a;:’ -h“ =14 w":" in a matrix form as
Smceh;.2 = 0, then we interchange the first 1 0000 2
row with any other row except the last -3;5 (1) 2 g g -9
row. In this case we interchange firstrowwith | W*® = 176 0 0 1 0 ==
the fifth row such that the first and last 19000 1 2
row of the matrix has no zero entry as 0O 000O ;
3 1 1 -1 1 4
‘5) _1;)2 -97 2 :; : Step 2: We update H'® to H'W by
H'® = computing its entries as
-13 12 8 -20 14 17
2 0 2 4 3 -1 Ko .|t-n m K K 48 L m S
0 6 9 —13 10 14 hy =k, ‘u AT ET AR TV ATV
. — Whenl-Zandl 234Sthen
With H*® having permutation matrix D 1 4 s
010000 oy ;j’n"" + ,';‘:.u = =74 (-15)(1) + 4(9) = 14
P-(l) = 001000 @ e o m
000100 b' "u +wi ki +wid kg, =8+(-15)(-1)+ 4(-13)=-29
100000 5 =k +w“’h°' " twiehis = 11+ (=15)(1) + 4(10) = 36
00001 25 T W2y 26
We begin to compute the set of 2 x 2 system When ‘m- 3 agd] 2 ‘3“ 4 S then
of linear equations from Wz = ki +wiy Ky #wio Rl = =12+ 30(1) + (-9)(6) = -36
k-1 by tk=3) K] (X=3) u) KL (2) 8 1)
By W K peixWinxer = —h ) =hyy +wy, by, +w,,l-u =9+30(1)+(-9)(9) = -42
k=1) JR=-0 KL ' (k-2 o) o0 REBRL KPR
{"u-uu u: +hl-tﬂ.n-l+lwm-kﬂ = —hj p-ras- I'M =hay F gy by twg h““' 30(-1) + (-9)(-13) =93

) KU o4 o3

Fork=1,...[=|= Ky = ke +wis Bs +wishie = 184 30(1) + (-9)(10) = —42
Now, let k = 1 then we have When! =4and/ = 2,3,4,5then

B 4 h e = Ky =R +wi By bwip by =124 176(1) + (22) (6) = 121
[ W hewl = Y as =R Hwi B +wichy =8+ 17601+ (52) (9) = =2
Whenever { = 3 then o =R AR i = <204 6(-1)4 (S2) (-13) =
b+, = o) . e, 410w, == WJI-'IS b‘_, =k s b +wi ks = 14417600+ (S2) (10) = -325

i tiw =k, (e, +1ws =4 () =4 | Wheni=Sand/=2,34,5then
o138 KU NEY

Whenever { = 3 then Wz = hy +wir ks +wl R =04+ (-19)1)+(3)(6) =14
LRt ,('l Kty o(® (] J o

[ L Wi Hh Wi = =y, =[3Wu +1°Wu =0 ,}' Ky =k By ey =24 (1900 + (3)0) =2

;

LT H )
L ‘,l

Wl R W o 4w}, + 14wl =6 .

ko +u e el =44 (-19)0) 4 (5)(-13) =

1
= ks = Koy Hwig My
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b= b b = 3= (9 +(E)00=39 | g = s h ey = 424 (2 e+ (22)(E) = 2

L By =+l s =934 (5 (2 ](‘j’]-%

3 1 -1 5 4 : :
0 19 14 -29 36 o When!=4and1=34then
H"Y = 0 -36 ffﬁ.z ?.3 -42 0 ”u')'u“ 'f ‘“uh ,,e} (M)[“ ( )(»)'%
0 -121 — —T— =325 0 1 119 B
6 15 £ * 35 o by = Hy 4w ALy g by = ()4 (2] 29+ () (5 = 2
10 6 g _13 10 14 Thus,
InH""theentriesh:_;‘z,jandhg; are nonzeo (3 1 b 71y 4]
o o " 0 19 1} =29 36 ¢
(i.e.h:, =19.hi; =14h%, = -0 ifes:
.'1.'\ N B H'C:) = Ho = 0 0 ise L?l 0 O
-29,hig = 36'}";‘ =14, hsz ‘? = ¢ 0 % % 00
S h;'f‘=39) 0 14 & = 390
2 10 6 5 _i; 10 14)

for j = 2,3..4..5. Otherwise apply suitable

A . "y . : . Yor Hﬂ:b
row-interchange in H*'®' and re-factorize, else UL L LU O D T the

the factorization breakdown. entries h;‘; and h"‘; are nonzero, for
j = 34,
Step3: Now, we cancomputethenextset of | To get the matrix A, we express A as
2 % 2 systems of linear equation from the A= (W":’W"“P"’”)qH":'.
- - o 1
entries ip H™ ™. 22 Properties of Hourglass Matrix and Its
Let =2, then Factorization Algorithm
( h'zi_:'w' oy h,. 1‘"”1 L= _hl—j' Thoughnot always, it is important to note that
RV L e Y properties of hourglass matnx andZ-matrix are
U +hn Ln=1Win-1 =~y

similar. Like Z-matnx, the transpose of
Whenever i = 3 then hourglass matnx does not retain the shape of
,, u‘_' ;, “34 k, 19\, 3 14'3 = 36 Wi :; the matnx bu.t rather form a bowtie mani.fc 91'

. . ) . ., | Dbutterfly matmx. Inverse of hourglass matnix is
gy =iy =k 36“3: 3% ‘4* ¥i: == | againhourglass matrix. The minimum order of
Whenever i = 4 then hourglass matrix is 3 and the matrix cannot be
¥ | symmetric. The rank of hourglass matrix js n.

-

& w‘f .ks‘f u“:: hk‘: - M“ L “3_: E .| Like Z-matrix, hourglassmatrix is closed under
L" v, ka N =-k;; 36»‘ -y =35 us; _1_r addition and multiplication More so, hourglass
Thus. matnx is a general linear group of degree n
' 1. 0 g0 0 O over K. Regardless of order of hourglass
-1 ! oo O 4 matrix, the totalnumber of zero entries is even.
s 30 w10 =& 0 Besides, hourglass matrix has minimummatrix

W = 176 i 01 “:“ -t“ nlezn- neiimodia:
-19 g 00 7| = density of 0.5 as lim - CIf

0 o 00O 1

det(fs) = det(f)) =~ =det (fl‘-]) then

o ol
Step 4: We then proceed to update ™" to | ¢ a0 deduce forthe determinant of even

H''*'by computing its entries as order of hourglass matrix as

¢ tel « . ¢ s
b=k twh W =h 1 twl, ;, . E
Wheni =3 and/ = 3,4then det(H;) = det (f,,'\) :

185



Confluence Journal of Pure and Applied Sciences (CJPAS)
Faculty of Science, Federal University Lokoja, Kogi State, Nigeria

Vol. 1, No. 2, Nov. 2018
ISSN: 2616-1303 | Web:wwuw.cjpas.fulokoja.edu.ng

Irrespective of the order, if the entries in main
diagonal of hourglass matrix are 1's then

n—1

d“(”g') = ﬁ (C ) SOy

st

andtr(H)) =n.

30 NEWRESULTS ON HOURGLASS
MATRIX

Since the quadrant interlocking factorizationof
hourglass matrix has been established, we give
the MATLAB code to generate random
hourglass matrix of order n(n 2 3) in Listing
3.1.
Ligms i), MATLAR codeforsandom.
howrelass. matu.

foscieon 4 s nadem HiNLI

NI WIRTA YT N

00 2008 saar o ochosatdiNel 1

-

N s detes! bob dete wire !

St 00 | whesset Vel Dy

[} aite pesiby

A LN L DS T T V1T X
o

LI YESY YO A

N ofer v | Nost Ny

" N fel Mo Agel Mo

[N UTOIR SHETICIFT 1YL ST I
" [T TN 11T

H ool

Theorem 3.1, Ifthere exists WH factorization
for a nonsingular matrix, A, then there exists
also WZ factonzation.

Proof

First, we assume matrix 4 has even order (the
assumption is also true for odd order). If
A=WH, then the centro-nonsingular
submatrices V,, = h:;"'” of A are nonsingular
according to its factorization algorithm,
otherwise the factorization fails. Thatis,

o k-1) o(k-1)
hk.k hhuk-!
V.= : - :
s(k-1) o(Rk=-1)
hntk-l.k hn#k-uuk-l

This assumptionis also applicable to A = WZ
according of Factorization theorem (see Rao
(1997)), if and only if its centro-nonsingular

:Y”” are invertible. The

2X 2 submattix from centro-nonsingular
submatnix has the least condiion number
adopting any matrix nomm, such that

submatrices 4,=z

o(k=1) o(k=1)
1 4 kntk-1
Az= : . :
s(k-1) o(k-1)
nék-1x néR=1n+k-1

If a nonsingular matnx A4 with gentro-

nonsingular submatrix assumes WH

factorization such that
 po(X=1) 4 o(k-1)

det(Vy)=bh,, "Rt inra-s

RCETD k=) L

kntk=-1 n‘l'k.-lh . i
then the matrix also assumes WZ factorization

such that
_ _o(k=1) _e(k=1) _
det(87) = 2,,  Zo 4r-ruer-1
(e=1) 1) g
kntk-1 “nek-1k * (k-1)
However, the computed entry z, * * may or
may not be nonzero for.

t,j=kk+1,..n-k+1 This is because
WZfactonization only requires mvertibility of
A, whereas WH factonzation ensures that row
interchange exists for V, to contain only
nonzero entries and still being invertible. In a

o(k-1) o(k=1) _ ;o(k=1)
(8} +0, then zl.i - hl ]

o _olk=1) _ o(k=1) |, o(k=1)
but if 2z, =0, then 2, $hu.
even though A,# 0 and V,# 0. Thus, WH
factorization does not always mmply WZ

factonzation.

case where 2
WAAAAAAAA,

Corollary.. 3.1, Every hourglass matnix is
mvertible.

Proof

Based on Factorization Theorem for WZ
factonization, WH factonization exists because
the subcentralmatrices V, of H; mustnot only
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be nonzero but also nonsingular. Hence, it can
be infered from Theorem 3.1 that H, is
invertible else the factorization will not exist to
vield hourglass matrix.

4.0 DISCUSSION OF RESULTS

Although, H-matrix and Z-matrix (especially
when factorized from Hankel and Toeplitz
matrix) share most things in common even
with X-matrix, yet Z-matrix does not always
imply hourglass matrix because Z-matrix is
more general than hourglass matrix. The
quadrant interlocking factorization of Z-matrix
i1s possible provided the submatrices of the
nonsingular matrix are invertible. Whereas,
quadrant interlocking factorization of hourglass
matrix is possible provided the submatrices of
the nonsingular matrix are invertible as well as
all the elements in the first row and in the last
row of each submatrix are nonzero. Assuming
the entries h;; is analogous to z, ,, then Z-
matrix will imply hourglass matrix (of even
order) provided that the computed z'* ™"

LI
ik—1)

and

are strictly nonzero, for k = 1,2, ...,~.

-

However, the entries of Z-matrix are unbound
to be nonzero. Therefore, quadrant interlocking
factorization of symmetric positive definite or
diagonally dominant does not guarantee that
the factored matrix 1s hourglass matnx.
however it guarantees that the factored matrix
1s Z-matrix. Then it is obvious that it will no
longer be an hourglass matrix if one of its
strictly nonzero elements is replaced with zero.
If the main diagonal entries of hourglass matrix
are 1's and the anti-diagonal entries are
replaced with 0's, then it is referred to as unit
Z-matrix and it s called unit split Z-matrix 1f
the anti-diagonal entries are replaced with 1's.
In general, every H-matrix is a Z-matrix, but
the converse is not true. That i1s, H-matrix is a
subset of Z-matrix. The total number of zero
entries in hourglass matrix is even irrespective
of its order. For every odd order of hourglass

matrix, the epicenter element does not belong
to filanz matrix. Lastly, unlike Z-matrix,
hourglass matrix can be represented as mixed
graph.

5.0 CONCLUSION

The mnotion of quadrant interlocking
factorization of hourglass matrix (H-matrix)
was successfully discussed with fascinating
results on its properties and its differences from
Z-matrix. WZ factorization i1s more general
than WH factorization because, a matrix that
factorizes into Z-matrix may not able to|
factorize into H-matrix. Thus, H-matrix is a
subset of Z-matrix. Further research may
reveal how this matrix can be used in quantum
information theory especially entanglement.
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