
1. INTRODUCTION

Generalized linear mixed models 

(GLMMs) also known as multilevel 

generalized linear models (GLMs) are 

popular for multilevel data with units 

nested in clusters. GLMMs combine the 

properties of GLMs and linear mixed 

effects models (LMMs). As GLMs they 

have the ability to fit non-linear and non-
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Abstract. 

 Poisson regression is the traditional technique for handling count data. The assumption of 

equality of mean and variance which is an important property of the Poisson distribution makes 

the application of the distribution on count data highly restrictive since in reality count data do 

not always satisfy this assumption. The Generalized Poisson distribution and the Conway-

Maxwell Poisson regression are some of the proposed remedies for handling under dispersed 

data. Our recent work on theoretical exposition of the re-parameterization and extension of the 

Conway-Maxwell-Poisson regression models to accommodate random effects appeared in the 

literature. This paper presents a simulation study to evaluate the performance of the re-

parameterized Conway-Maxwell-Poisson Generalized Linear Mixed Effects Model 

(CMPGLMM) for handling the problem of under-dispersion in clustered data. The re-

parameterization allows the response to be directly related to the regression coefficients via an 

approximation of the mean, thereby, leading to straightforward interpretation of the 

coefficients. The simulation result showed that the implementation is reliable and the 

CMPGLMM produced results that are better than the traditional Poisson and Negative-

Binomial models which imply that the CMPGLMM is a better alternative for under-dispersed 

clustered count data.
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Normal response data by using link 

functions and responses drawn from 

distributions in the exponential family. As 

mixed models they have the ability to 

include both fixed and random effects. 

Mixed-effects models represent the 

covariance structure related to the 

clustering of data by associating the 

common random effects to observations 

that have the same level of a clustering 

variable.

Poisson distribution using the mixed effect 
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framework is a traditional method for 

handling count data. One of such technique 

is the Poisson-Gamma distribution, though 

unsuitable for under-dispersed data 

McCullagh and Nelder (1997) also noted 

that the procedure is an unpopular option 

with problematic link. The Com-Poisson 

regression proposed by Sellers and 

Shmueli (2010) was recently extended by 

Dikko et al (2017) to accommodate random 

effects for handling clustered count data 

which are frequently encountered in 

observational or experimental studies. 

Statistical methods for the analysis of 

cross-sectional count data where only one 

measurement is made for a variable of 

interest for each individual/observational 

unit in the study are well developed in 

literature. An important assumption for 

modelling cross-sectional data is that 

observations are independent of each other. 

Therefore, statistical methods for 

analyzing cross-sectional data cannot 

directly be used for analyzing longitudinal 

or clustered data. Clustered data can be 

defined as data in which the observations 

are grouped into disjoint classes called 

clusters according to some classification 

criterion (Pinheiro, 1994). These includes 

longitudinal data where individuals in a 

longitudinal setting are followed over a 

period of time and data collected at 

multiple time point for each individual 

(Wu, 2010). Here observations from each 

individual constitute a cluster. Mixed 

models were developed to handle clustered 

data and have attracted lots of interest in 

Statistics for decades. Observations in the 

same cluster usually cannot be considered 

independent therefore mixed effects 

models constitute a convenient tool for 

modelling cluster dependence.

Dikko et al (2017) combined the ability of 

the GLMMs to account for correlation 

within clustered data and the flexibility of 

the COM-Poisson distribution in handling 

any dispersion level in count data to 

propose a  COM-Poisson GLMM 

(CMPGLMM). In this paper, we present a 

simulation study to evaluate the 

performance of the CMPGLMM alongside 

the Poisson and Negative-Binomial 

GLMM in the presence of under-

dispersion.

The rest of the paper is organized as 

follows. Section 2 provides an overview of 

count distributions and regression models; 

section 3 gives some details on the re-

parameterization used by Dikko et al 

(2017) as well as some information on 

implementation; section 4 consists of the 

simulation setting, results and discussion 

while section 5 provides concluding 

remarks.

2.  COUNT MODELS

2.1Poisson	Regression

The Poisson distribution characterizes the 

probability of observing any discrete 

number of events given an underlying 

mean count of events, assuming that the 

timing of the events is random and 

independent (Le, 2003). 

The Poisson regression model is a model 

where the mean of the distribution is a 

function of the explanatory variables, with 

the defining characteristic that the 

conditional mean of the outcome 
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under-dispersion in the response. The result here 

shows the versatility of CMPGLMM in handling 

under-dispersion in clustered count data.
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