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1.0 INTRODUCTION
As students are admitted into the 
university yearly, the amount of data 
collected about the admitted data has 
become enormous over the years. 
Although, universities collect an 
enormous amount of data about admitted 
students, this data does not fulfill its 
purpose of decision making that can 
improve the performance of students 
because no sense can be made from the 
data by mere looking at it (Ahmad, et al., 
2015), hence the application of an 
automated method (Data Mining) that 
can make sense out of that large amount 
of data has to be adopted.

While Data Mining (DM) is generally 
defined as the process of discovering 
sensible patterns in a large chunk of data. 
The application of Data Mining to 
educational datasets, it is called 
Educational Data Mining (EDM) 
(Kabakchieva, 2012). In addition, (Dutt, 
et al., 2017) gave a definition of EDM 
accord ing  to  the  In te rna t iona l  
Educational Data Mining Society as ''an 
emerging discipline, concerned with 
developing methods for exploring the 
unique types of data that come from 
educational settings, and using those 
methods to better understand students, 
and the settings which they learn in.”

Universities stand a higher chance of 
providing quality education (which is 
their primary aim) if they better 
understand their students and also predict 
students' performance accurately as 
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results of such prediction will help 
admission officers classify students into 
suitable (likely to do well) or unsuitable 
(not likely to do well) and then provide 
support like moral assistance, tutoring 
resources etc. for the unsuitable students 
to help them throughout their stay in the 
u n i v e r s i t y  ( O g w o k a ,  e t  a l . , ) .  
Consequently, from the prediction, 
students would be able to identify their 
weaknesses beforehand and can as a 
result improve themselves adequately by 
developing a suitable learning strategy 
and also, lecturers will be able to plan 
their lectures strategically as per the need 
of students so as to help them in their 
learning (Ani et al., 2015).
This work will study the approaches that 
various researchers have adopted for the 
prediction of students' academic 
performance, then use those approaches 
to develop a hybrid and more 
sophisticated approach to predicting 
students' academic performance. We 
developed a tool that predicts students' 
academic performance using this 
approach. The tool applies a Data Mining 
model as its back end to enable the 
prediction. The tool serves as an Early 
Warning System for students and also 
helps universities better understand their 
students.

1.1 Approaches  to  P red ic t ing  
Academic Performance

P r e d i c t i n g  s t u d e n t s '  a c a d e m i c  
performance can be a tricky thing to do as 
various factors and conditions have to be 
considered. Over the years, various 
researchers have approached the problem 
of predicting students' academic 
performance in many different ways but 
classifying them into two gives us the 
following: 
(A) Finding Dominant Factors
This approach focuses on the important 
factors  ranging f rom physical ,  
e n v i r o n m e n t a l ,  p s y c h o l o g i c a l ,  

psychosocial etc. which may affect 
students' academic performance. The 
degree at which these factors affect 
students' performance is then calculated 
and the most dominant of these factors is 
used as the basis for the prediction of the 
academic performance through the 
application of various data mining 
techniques. This approach is the most 
popular as various researchers including 
(Fayombo, 2012; Kplolovie, et al.,2014; 
Kovačić, 2010) and several others 
adopted it for their research.
(B) Finding Dominant Subject/Course
This approach uses the student's 
performance in one key course as the 
basis for his/her academic performance. 
For example; Mathematics is seen as the 
building block of Computer science as 
English Language is seen as the building 
block of Journalism. So, in order to 
predic t  the  s tudents '  academic  
performance in that field of study, his/her 
performance in those key courses will 
most likely be the determinant for the 
students' success or failure in the field. 
This approach is the least popular as there 
aren't many situations in which the 
performance in one subject determines 
the overall performance of the student.

1.2 Review of Related Work
Several researches based on different 
approaches abound on the subject of 
students '  academic performance 
prediction. (Vermaet al., 2006) focused 
on the implementation of data mining 
techniques and methods for acquiring 
new knowledge from data collected by 
universities. The aim of the research work 
was to find out if there are any patterns in 
the available data that could be useful for 
predicting students' performance at the 
university based on their personal and pre 
university characteristics and also to find 
out which features in the data are the 
strongest predictors of university 
performance. The research work used a 
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software tool called WEKA together with 
Popular WEKA classifiers including a 
common decision tree algorithm C4.5 
(J48),  two Bayesian classif iers  
(NaiveBayes and BayesNet), a Nearest 
Neighbour algorithm (IBk) and two rule 
learners (OneR and JRip).
Using data mining processes, particularly 
classification, (Al-Radaidehet al.,2006) 
looked into enhance the quality of the 
higher educational system by evaluating 
student data and highlighting the main 
attributes that may affect the student 
performance in courses. The CRISP-DM 
methodology (Cross-Industry Standard 
Process for Data Mining) was used to 
develop an effective model and the 
WEKA toolkit was used to calculate the 
model's accuracy.
Olani (2009) deployed a number of prior 
academic achievement measures 
(including preparatory school grade 
average point (GPA), aptitude test scores, 
university entrance exam scores) and 
s o m e  p s y c h o l o g i c a l  v a r i a b l e s  
(achievement motivation and academic 
s e l f - e f f i c a c y ) .  P r i o r  a c a d e m i c  
achievement records of 3301 first year 
university students were obtained from 
archival sources and 214 out of the 3301 
students also filled in a self-report which 
contains information about some 
psychological variables. The data was 
analyzed using standard multiple 
regression analysis and stepwise multiple 
regression analysis. The result revealed 
that prior academic achievement 
measures and psychological variables in 
combination accounted for 17% of the 
variance in students' university GPA 
scores.
Erimafaet  al . ,  (2009) deployed 
discriminant analysis to predict the class 
of degree obtainable in a university 
system. The data collected for this study 
were from student's academic records for 
100 level and 200 levels, in the 
Department of Statistics, from 2004 to 

2007 academic session in a University. 
The result of the study successfully 
predicted the classes of degree of 87.5% 
of graduating students of the University 
students.
 Similarly, a model for student's academic 
performance prediction based on a 
number of influencing factors was 
developed by (Affendeyet al., 2010). The 
WEKA model was deployed for the 
analysis of the dataset collected and the 
result obtained was used for the student's 
academic performance prediction. The 
dataset used comprised of 2,427 number 
of student record and 356 attributes of 
students registered between 2000-2006. 
The data was applied to three classifiers 
(Naïve Bayes, tree and function 
classifiers). The classifiers categorized 
data into either First class - Second class 
upper or Second class - Third class lower 
classes. A 10-fold cross validation was 
used to get the accuracy of the classifiers.
While (Fayombo, 2012; Kovačić, 2010) 
highlighted the extent to which socio-
demographic variables (age, gender, 
ethnicity, education, work status, and 
disability) and study environment 
(course programme and course block) 
may influence the persistence or dropout 
of students at the Open Polytechnic of 
New Zealand, (Oyelade  2010) 
developed a system that successfully 
clusters students into categories based on 
academic performance. Presenting K-
means clustering algorithm as a simple 
and efficient tool to monitor the 
progression of students' performance in 
higher institution, their work used k-
means clustering algorithm for analyzing 
students' results using Grade Point 
Average (GPA) as the indicator of 
students' performance.  A similar 
approach by (Shovon and Haque, 2012) 
was aimed at devising a way of 
improving the academic performance of 
students using K-means clustering 
algorithm and Decision tree. From the 50 
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training samples gotten for the research, 
the clustering algorithm clustered the 
students into three categories namely; 
High, Medium and low with a student in 
the high cluster having CGPA >= 3.50, a 
student in the medium cluster having 
CGPA between 2.20 and less than 3.50 
and finally, a student in the low cluster 
having a CGPA of <= 2.20. The Decision 
tree algorithm was used to tell which 
students are in need of help from the 
instructor.
Garc´ıa-Saiz and Zorrilla (2011) 
compared the performance and 
interpretation level of the output of 
different classification techniques 
applied on educational datasets and 
propose a meta-algorithm to preprocess 
the datasets and improve the accuracy of 
the model. The result of the experiment 
revealed that there is not one algorithm 
that obtains a significantly better 
classification accuracy than the others. In 
fact, the accuracy depends on the sample 
size and the type of attribute.
Applying Bayesian classification 
algorithm, (Pandey, 2011) successfully 
classified students division based on the 
previous year database. Performed at 
VBS Purvanchal University, data was 
gathered from different degree colleges 
affiliated with Dr. R. M. L. Awadh 
University, Faizabad, India to aid the 
work. 
Using WEKA tools, a study of the Naïve 
Bayes, Decision tree and neural networks 
and how they perform in the prediction of 
student 's academic success was 
conducted by (Osmanbegović and Suljić, 
2012). The researchers also studied in 
addition, the degree to which various 
input factors affect the success of a 
particular student. The result of the 
experiment showed that Naïve Bayes 
outperforms Decision tree and Neural 
networks in terms of predictive accuracy. 
With a view to reveal the high potential of 
data mining applications for university 

management, Kabakchieva (2012) 
developed a student performance 
prediction model using WEKA and its 
various classifiers including a rule learner 
(OneR), a common decision tree 
algorithm C4.5 (J48), a neural network 
(MultiLayer Perceptron), and a Nearest 
Neighbor algorithm (IBk).  The 
performed research was based on the 
CRISP-DM (Cross Industry Standard 
Process for Data Mining) model. The 
model was developed at one of the 
famous Bulgarian universities. 
The idea of using temporal association 
mining to predict a student's future 
academic performance was worked on by 
Bashaet al., (2012). The research work 
involved identifying existing patterns in 
the historic data, and saving it. Then 
through the comparison of the current 
performance of a student with the 
exis t ing  pa t te rns ,  the  poss ib le  
performance of the student in the future 
can be predicted. In the process, any new 
pattern that is discovered is identified. 
Student data set from 294 affiliated 
colleges of Kakatiya University were 
collected from 2002 to 2007 which 
contains results and marks for B.Sc.(M), 
B.Sc. (B), B. Com and B.A. courses from 
these colleges. There are approximately 
500,000 records in the dataset. 
Li et al., (2012) assessed students' 
performance in Elements of Statistics 
using data from UWF (University of West 
Florida) for 2008, 2009 and 2010 fall 
semesters. To access the students' 
performance, they found the relationship 
between the students' performance and 
other performance related factors 
including: college and high school GPA 
(grade point averages), prerequisite 
algebra courses, and scores on 
standardized examinations. Results 
revealed that the student GPA is the most 
re l i ab le  p red ic to r  o f  s tuden ts '  
performance in Elements of Statistics.
Tekin (2014) looked to predicting a 
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students' GPA at graduation early using 
data mining techniques. Neural Networks 
(NN), Extreme Learning Methods (ELM) 
and Support Vector Machine (SVM) were 
applied to data of computer education and 
instructional technology students to 
predict their GPAs at graduation. The 
results showed that SVM was the most 
successful in prediction with an accuracy 
of 97.8%, then ELM with 94.94% and the 
least accurate was NN with a 93.76% 
accuracy.
Chen et al., (2014) approached the 
problem of predicting student's academic 
performance based on the artificial neural 
network (ANN) with the two meta-
heuristic algorithms inspired by cuckoo 
birds and their lifestyle, namely, Cuckoo 
Search (CS) and Cuckoo Optimization 
Algorithm (COA). The standard CS and 
standard COA were separately utilized to 
train the feed-forward network for 
prediction. The result of the study 
demonstrated that both CS and COA can 
be used to train ANN and the ANN 
trained by COA obtained slightly better 
results for predicting student academic 
performance in this study.
P r e d i c t i n g  s t u d e n t s '  a c a d e m i c  
performance requires vast knowledge in 
Machine learning and Data mining. 
Several researchers have used different 
approaches to develop models that 
predict the academic performance of 
students. The fact that only models exist 
without any system that they are 
integrated into gives justification to this 
research work.

2.0 MATERIALS AND METHODS
This research is in two parts: the 
development of a backend in the form of a 
machine learning model that predicts 
students' academic performance by 
applying six algorithms (KNN, Naive 
Bayes, Decision Tree, Support Vector 
Machine, Linear Discriminant Analysis 
and Logistic regression) over data 

e x t r a c t e d  f r o m  E d u c a t i o n a l ,  
Environmental, Social, Family related 
and personal features to develop the 
prediction model. And the development 
of a frontend system that interfaces with 
this model using the Knowledge 
Discovery in Databases (KDD) 
methodology.  The Design artifacts were 
developed to  ext ract /  d iscover  
knowledge from data as labeled with the 
characteristics above.

2.1 Data Mining Models 
Classification and regression are two 
important DM goals that are carried out 
under supervised learning, where a model 
is adjusted to a dataset made up of k ∈ {1, 
..., N} examples, each mapping an input 
vector (xk1, . . . ,xkI ) to a given target yk. 
The main difference between them is in 
terms of the output representation, (i.e. 
discrete for classification and continuous 
for regression). Their evaluation also 
differs because in classification, models 
are often evaluated using the Percentage 
of Correct Classifications (PCC), while 
in regression the Root Mean Squared 
Error is used. Both are represented 
mathematically below:

2.2 Student Data
The data collected for this research was 
from the UC Irvine (UCI) Machine 
learning repository. The data is named 
Student performance data. The data 
contains 395 rows and 33 columns. A 
description of the labeled elements in 
students is given in Table I.

Table I: Description of the student data 
fine - tuned for the research 
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Artificial Neural Network (ANN), 
Support Vector Machine (SVM), 
Discriminant Analysis,  Logistic 
Regression and Decision Tree was 
defined. Using the dataset from UC 
Irvine (UCI) Machine Learning 
repository, the model drops fields that are 
not useful using Pearson's correlation 
coefficient and selects the algorithm to be 
used for prediction by testing the 
accuracy of each algorithm using 10-fold 
cross validation. The model classifies 
students into two classes (pass and fail). A 
web application with a friendly user 
interface was then developed to serve as a 
front end for the developed DM model.
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